
Data Management Basics at EuXFEL
Services, Storage, Accesses

Luis Maia & Robert Rosca
On behalf of EuXFEL Data Department

Hamburg, 26th January 2024



2Data Management Basics at EuXFEL Luis Maia & Robert Rosca, 26.01.2024

Agenda
Services

Overview
UPEX
myMdC
myLog
DAMNIT
Storage and Computing
Maxwell
► FastX (Remote Desktop)
► JupyterHub
► SSH

Remote Access to the Facility
Experiment
Data Analysis

Allocating Resources
SLURM and Jobs
► Sbatch
► Salloc

Data
Software
EuXFEL software
Documentation

Resources



3Data Management Basics at EuXFEL Luis Maia & Robert Rosca, 26.01.2024

Overview
Services during Experiment Lifecycle

UPEX (User Portal)

myMdC (Metadata Catalogue)

myLog (Electronic Logbook)

Karabo & Data Acquisition

Online data analysis with EXtra-metro

Introduction to online data analysis

Experiment overview with 
DAMNIT

Introduction to offline data 
analysis

This Photo by Unknown Author is 
licensed under CC BY

Data Processing Services

DAMNIT

Maxwell Cluster (JupyterHub / SLURM)

https://ommoran.ca/2020/05/privacy-social-media/5/
https://creativecommons.org/licenses/by/3.0/
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Information Entry Points

https://www.xfel.eu/

https://in.xfel.eu/

https://www.xfel.eu/
https://in.xfel.eu/metadata/
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UPEX Purpose (I)

Proposal submission
Proposal submission forms (for users and internal beamtime)
Proposal calls/cycles management

Proposal review and scheduling
Feasibility checks
PRP reviews and final conclusions
Scheduling 

Experiment preparation
Experiment team and arrival data
Campus accounts setup
Export proposals to myMdC 

User management
Lightweight and Campus accounts
Communication
Legal documents
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UPEX accounts

Check your account status (using username or email): https://in.xfel.eu/upex/password/check

https://in.xfel.eu/upex/password/check
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myMdC

The Experimental Data Management portal
and Metadata Catalogue for European XFEL
users

https://in.xfel.eu/metadata/

https://in.xfel.eu/metadata/
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myMdC Purpose (I)

 Provide a means of storing, retrieving and query raw and run based data in an organized way

 Organize and manage data and metadata in a coherent way

 Assist on the execution of the Data Management policies, workflows and notifications

 Manage data and metadata authorization and responsibilities (especially during the Embargo period)

 Manage and restrict the GLOBAL unique entities used during data taking
 Proposal number
 Proposal path
 Sample 
 Run type
Techniques
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myMdC Introduction (I)

Visit https://in.xfel.eu/metadata/
Log in with your EuXFEL user Campus
account
Give the ‘Quick Introduction Tour’ a read

https://in.xfel.eu/metadata/
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myMdC Introduction (II)

Go to Proposals
View all your proposals
View Open Data proposals
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myMdC Introduction (III)

Search or order to find 
the desired Proposal

Jump to Logbook 
content

Jump to Proposal 
information
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myMdC Introduction (IV)

Proposal “General” information

Important information:
Proposal path
Relevant Dates
Data Output configurations
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myMdC Introduction (V)

Proposal “General” information
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myMdC Introduction (VI)

Proposal “Team” and ”History”
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myMdC Introduction (VII)

Proposal “Public information” (DOI) and ”Publication” instructions
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myMdC Introduction (VIII)

Proposal “Runs” View

Run basic Information

Data assessment 
defines calibration 
options and data long 
term preservation

Calibration available 
actions

Would you like to search in the Runs? Select button Runs



17Data Management Basics at EuXFEL Luis Maia & Robert Rosca, 26.01.2024

myMdC Introduction (IX)

myMdC integration with
DAQ
Data Migration service
Calibration Pipeline service
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myMdC Introduction (X)

Run “General” information
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myMdC Introduction (XI)

Proposal “Calibration Constants” integration with
CalCat
Calibration Pipeline
Calibration Report
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myMdC Introduction (XII)
myMdC RESTful API

Token-based Authentication
Ø Oauth 2.0

Role-Based Access Control
Data Validation and Error Handling
Pagination and Filtering
Rate Limiting to prevent abuse
Swagger/OpenAPI
Ø https://in.xfel.eu/metadata/api-docs/

Metadata-client python package
myMdC official python package
Ø https://pypi.org/project/metadata-client/

https://in.xfel.eu/metadata/api-docs/index.html
https://pypi.org/project/metadata-client/
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myLog

myLog is the new European XFEL Electronic
Logbook

https://mylog.connect.xfel.eu/
myLog is a Zulip based platform

https://mylog.connect.xfel.eu/
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myLog Purpose (I)

Provide a means to annotate experiment details during the beamtime, but also provides transparent
sharing of data and a robust way of communication between scientists

Foster communication and documentation between all involved parties

Easy integration of new sources of data (e.g. Karabo, DAMNIT, etc.) to leverage automatic
documentation of relevant metadata

Flexible configuration and APIs allowing myMdC to automatically manage myLog configuration,
membership and desired configuration of data sources
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myLog Introduction (I)
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myLog Introduction (II)
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myLog Introduction (III)

Posting an entry in the proposal
logbook
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myLog Introduction (IV)

Configuration of sources of metadata that can post
automatically to the logbook

DAMNIT BOT automatic posting configured data into 
Logbook as soon as a new run is processed.

DAMNIT BOT automatic update entry in the Logbook 
upon reprocessing of the run.

myMdC Bot automatic posting into Logbook information about each run 
start/stop as as soon as it starts/stops on the DAQ.
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myLog Introduction (V)

Sharing information from DAMNIT to myLog
DAMNIT BOT exporting images

DAMNIT BOT exporting tables
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myLog Introduction (VI)

Sharing information from Karabo to myLog

Karabo-Gui BOT exporting tables

Karabo-Gui BOT exporting images
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DAMNIT

Dedicated session
Experiment overview with DAMNIT
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Storage and computing (I)

Data is collected at the instrument into the ‘Online Storage’
Used for online data analysis/preview during/immediately after 
data acquisition

If data is assessed as ‘good’ or ‘unclear’ it is moved to the the 
‘Offline Storage’ accessible from Maxwell

Used for offline calibration and data analysis

High capacity mass storage (dCache) accessible from Maxwell
Mid term storage for the raw data
Interface to the tape archive

See for more details: https://iopscience.iop.org/article/10.1088/1742-6596/898/6/062049

https://iopscience.iop.org/article/10.1088/1742-6596/898/6/062049
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EuXFEL experiment data is stored under

/gpfs/exfel/exp/${INSTRUMENT}/${CYCLE}/p${PROPOSAL_ID}/

Every proposal has these four sub-directories:

Storage Quota Permission Comments

raw None Read Fast accessible raw data

usr 5TB Read/Write User data, results - synced between online/offline storage

proc None Read Facility processed data e.g. calibrated data

scratch None Read/Write Temporary data

Storage and computing (II)
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See for more details: https://confluence.desy.de/display/MXW/Compute+Infrastructure

The Maxwell Cluster is a resource dedicated to parallel and multi-threaded application
The cluster is managed by SLURM scheduler.

Maxwell Cluster is a shared resource that incorporates resources for Photon Science data analysis 
from CFEL, CSSB, Petra4, EuXFEL, etc.

EuXFEL owns ~50% of the Hardware (455/931 nodes)

What is Maxwell?

See for more details: https://in.xfel.eu/upex/user/mailinglist

https://confluence.desy.de/display/MXW/Compute+Infrastructure
https://in.xfel.eu/upex/user/mailinglist
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See for more details: https://confluence.desy.de/display/MXW/FastX+on+Display+nodes

Login at https://max-exfl-display.desy.de:3389
with your Campus account

Accessible from outside the DESY/EuXFEL network
► News: 2nd-factor authentication required from 

30.01.2024!
2 ’shared node’ used by multiple users
Suitable for:
► Job submissions to SLURM

• SBATCH or SALLOC
► Short/low intensity compute jobs
► Code compilations (if it’s not using all cores)
► Programs requiring GUI/GPU acceleration
Not suitable for:
► Long-running/intense workloads like simulation 

or analysis. SLURM should be used instead.

Accessing Maxwell – FastX (I)

https://confluence.desy.de/display/MXW/FastX+on+Display+nodes
https://max-exfl-display.desy.de:3389/
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After login
Create a new session
Select ‘XFCE’ for a virtual desktop, or ‘xterm’
for a terminal session
► Session is kept, consider doing kinit

Accessing Maxwell – FastX (II)
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Login at https://max-jhub.desy.de with your Campus 
account

Accessible from outside the DESY/EuXFEL network
► News: 2nd-factor authentication required from 

30.01.2024!
Easiest way to run and access Jupyter on Maxwell
Provides graphical interface to allocating a node via slurm
When using shared nodes
► Shared nodes have a max allocation time of 7 days
► Dedicated nodes have a max allocation time of 8 hours
If a dedicated node is picked it can be suitable for intense 
computation
► EuXFEL users should use partitions: jhub

• Usage of upex and allcpu should be only used for 
intensive jobs See for more details: https://confluence.desy.de/display/MXW/JupyterHub+on+Maxwell

https://rtd.xfel.eu/docs/data-analysis-user-documentation/en/latest/jhub/

Accessing Maxwell – JupyterHub (I)

https://max-jhub.desy.de
https://confluence.desy.de/display/MXW/JupyterHub+on+Maxwell
https://rtd.xfel.eu/docs/data-analysis-user-documentation/en/latest/jhub/
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Select allocation options and start session

Accessing Maxwell – JupyterHub (II)
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Logout and Troubleshooting

Shut down your server on the File > Hub Control Panel
Log Out option on menu File

Troubleshooting issues? 
► The Jupyter server running in the background writes 

its logs to your home directory

Accessing Maxwell – JupyterHub (III)
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SSH to max-exfl-display.desy.de with your Campus account
► ssh $USER@max-exfl-display.desy.de

Accessible from outside the DESY/EuXFEL network
► News: 2nd-factor authentication required from 30.01.2024!
’shared node’ used by multiple users.
Suitable for:
► Job submissions to SLURM

• SBATCH or SALLOC
► Short/low intensity compute jobs
► Code compilations (if it’s not using all cores)
► Programs requiring GUI/GPU acceleration
Not suitable for:
► Long-running/intense workloads like simulation or 

analysis. SLURM should be used instead.

Accessing Maxwell – SSH/Non-Graphical (I)
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2nd factor authentication mandatory on Maxwell from 30.01.2024 onwards
Restriction applies to all scientific users
► Documentation and instructions available at: 

• https://it.desy.de/services/mfa/naf__maxwell/index_eng.html (password protected)
► Where can users setup their TOTP?

• passwd.desy.de

2nd-factor authentication for users

More information on the “News and data highlights” session!

https://it.desy.de/services/mfa/naf__maxwell/index_eng.html
passwd.desy.de
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Remote access to the facility

Use cases:
Data Analysis
Experiments
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Remote access for Offline Resources – Data Analysis (I)

Requirements to connect using FastX or SSH to Online Resources
Membership of an experiment team
► Access is granted for periods of one year

• From beamtime end until expected embargo period
► Access is granted for new proposals after Arrival form submission

Access is granted for:
Maxwell data analysis facility
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Internet

Slurm 
Command

(e.g. sbatch, srun, salloc)

Maxwell 
Dedicated 

Node
(e.g. max-exfl097)

SSH
(max-exfl-display.desy.de)

FastX
(https://max-exfl-

display.desy.de:3389)

Max-JHub
(https://max-jhub.desy.de)

Internally via Slurm. Dedicated
node if partition that is not JHUB

No access to other internal 
Networks

Remote access for Offline Resources – Data Analysis (II)

See for more details: https://confluence.desy.de/display/MXW/Interactive+Login

https://max-exfl-display.desy.de:3389/
https://max-exfl-display.desy.de:3389/
https://max-jhub.desy.de/
https://confluence.desy.de/display/MXW/Interactive+Login
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Remote access for Online Resources – experiment (I)

Requirements to connect using FastX or SSH to Online Resources
Membership of the active experiment team
Login to beamtime dedicated gateway is configured on a request
► from the PI/local contact or team member

Access is granted for:
Maxwell data analysis facility
Specific services at the instrument Online Cluster
► Location (Instrument) and time-related (beamtime)
► Online analysis cluster with access to data
► Karabo control system using a dedicated read-only Karabo GUI server

• Alternatively, the proposal dedicated Zoom room can be used
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Maxwell 
Cluster

(e.g. max-exfl097.desy.de)

Online 
Cluster

(e.g. sa1-onc-fxe)

Internet Remote
max-exfl-display003.desy.de
max-exfl-display004.desy.de

See for more details: https://confluence.desy.de/display/MXW/Interactive+Login

D
uring 

beam
tim

e

No access to other internal 
Networks

Remote access for Online Resources – experiment (II)

https://confluence.desy.de/display/MXW/Interactive+Login
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Allocating Resources

Allocating Nodes and Submitting SLURM Jobs
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Maxwell uses the slurm scheduler

When you connect via fastx/ssh you are on a shared node

Shared nodes are not suitable for large loads

You should use an allocated node for data analysis tasks

Three main ways to run jobs:
sbatch - submit a job via a ‘batch’ script
salloc - allocate a node for interactive use
srun - submit a job via command line arguments

See for more details: https://confluence.desy.de/display/MXW/Jobs

SLURM and Jobs

https://confluence.desy.de/display/MXW/Jobs
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Submits a ‘batch’ (script) file to slurm

Non-blocking - after submission you can close the SSH session or carry on with other tasks

Slurm queues/allocates the requested resources

Script is executed

Once the script finishes or time expires, allocation is released

Use cases:
Computationally intense work
Multi-node workflows
Short to long-length analysis - seconds to days

Preferred way of running jobs on Maxwell

See for more details: https://confluence.desy.de/display/MXW/Running+batch+jobs
https://rtd.xfel.eu/docs/data-analysis-user-documentation/en/latest/offline/#examples

SLURM and Jobs - sbatch

https://confluence.desy.de/display/MXW/Running+batch+jobs
https://rtd.xfel.eu/docs/data-analysis-user-documentation/en/latest/offline/
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SLURM and Jobs - sbatch

See for more details: https://confluence.desy.de/display/MXW/Running+batch+jobs
https://rtd.xfel.eu/docs/data-analysis-user-documentation/en/latest/offline/#examples

https://confluence.desy.de/display/MXW/Running+batch+jobs
https://rtd.xfel.eu/docs/data-analysis-user-documentation/en/latest/offline/
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Allocates a node in the background which can have commands sent to it interactively

Semi-blocking - new shell is spawned after allocation, exiting shell releases the allocation

Slurm queues/allocates the requested node

Slurm echos the node hostname

Once the shell is exited or the time elapses, allocation is released

Use cases:
Interactive development - executing srun on the allocation, or an interactive shell session
Medium-length analysis - minutes to hours

Only recommended for short periods of interactive analysis/development

salloc means that resources are blocked even when idle, wasting compute resources

Only use when unavoidable - stick to srun/sbatch when possible

See for more details: https://confluence.desy.de/display/MXW/Jobs

SLURM and Jobs - salloc

https://confluence.desy.de/display/MXW/Jobs
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If requested by local contact*, proposals can have a number of nodes reserved Maxwell:
Check your reservations with scontrol show res
Specify your reservation with --reservation=upex_00PPPP (where PPPP is the proposal number) or 
equivalent sbatch comment
Proposal reservation only available during beamtime

Partitions available on Maxwell for slurm: https://confluence.desy.de/display/MXW/Partitions

Check the list of useful commands: https://confluence.desy.de/display/MXW/Useful+commands

Slurm quick-start guide: https://slurm.schedmd.com/quickstart.html

* soon per-proposal reservations will be specified in the DMP

See for more details: https://confluence.desy.de/display/MXW/Jobs

SLURM and Jobs - Misc

https://confluence.desy.de/display/MXW/Partitions
https://confluence.desy.de/display/MXW/Useful+commands
https://slurm.schedmd.com/quickstart.html
https://confluence.desy.de/display/MXW/Jobs
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Data

Where To Read Data From, What It Contains, and Where To Save Results
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The Offline Analysis talk will go into more details on this

EuXFEL data is saved as HDF5 files, with a specific internal and external structure
‘Internal’ meaning the structure within the HDF5 files
‘External’ meaning the name of the files and the directory they are in
Details in following talk and User Documentation/Data Files

If you want to play around with the data and our tools before your beamtime to develop your data 
analysis look in /gpfs/exfel/exp/XMPL/201750/

This contains open, example data, which is used in the tutorial notebooks for EXtra-data

https://extra-data.readthedocs.io/en/latest/data_format.html
https://rtd.xfel.eu/docs/data-analysis-user-documentation/en/latest/data-files/

Data

https://rtd.xfel.eu/docs/data-analysis-user-documentation/en/latest/data-files/
https://extra-data.readthedocs.io/en/latest/data_format.html
https://rtd.xfel.eu/docs/data-analysis-user-documentation/en/latest/data-files/
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Software

How to Use the Environment Module System to Load Software
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Environment Modules are used on Maxwell to allow modification of what software is available

Lets you load different versions of software as required

A large amount of software is provided by both DESY and EuXFEL:
DESY: https://confluence.desy.de/display/IS/Alphabetical+List+of+Packages
XFEL: https://rtd.xfel.eu/docs/data-analysis-user-documentation/en/latest/software.html

Basics are:
module avail - list the available modules
module load X - load a module, and any of its dependencies
module list - list the loaded modules
xwhich - searches through modules for an executable (e.g. xwhich python lists modules that provide 
python)

https://rtd.xfel.eu/docs/data-analysis-user-documentation/en/latest/offline/#available-software
https://rtd.xfel.eu/docs/data-analysis-user-documentation/en/latest/software/#module-system
https://modules.readthedocs.io/en/latest/cookbook.html

Module System

https://confluence.desy.de/display/IS/Alphabetical+List+of+Packages
https://rtd.xfel.eu/docs/data-analysis-user-documentation/en/latest/software.html
https://rtd.xfel.eu/docs/data-analysis-user-documentation/en/latest/offline/
https://rtd.xfel.eu/docs/data-analysis-user-documentation/en/latest/software/
https://modules.readthedocs.io/en/latest/cookbook.html
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To use the software provided by EuXFEL:
module load exfel - enables the EuXFEL group of modules
module avail - list all available modules, EuXFEL ones are under the category 
/gpfs/exfel/sw/software/xfel_modules
xwhich - now that EuXFEL modules are loaded, xwhich will search them for executables

We provide an exfel-python module which loads a conda environment containing ‘essential’ packages
To improve reproducibility, a new version of this environment is created per-cycle
To load the current cycle environment run module load exfel exfel-python
At the start of a new cycle, the previous environment is no longer modified
Versions accessible with a forward slash, e.g. exfel-python/202301

When using Max-JHub an xfel kernel will automatically be available which uses this environment

https://rtd.xfel.eu/docs/data-analysis-user-documentation/en/latest/offline/#available-software
https://rtd.xfel.eu/docs/data-analysis-user-documentation/en/latest/software/#module-system
https://modules.readthedocs.io/en/latest/cookbook.html

Module System - EuXFEL Software

https://rtd.xfel.eu/docs/data-analysis-user-documentation/en/latest/offline/
https://rtd.xfel.eu/docs/data-analysis-user-documentation/en/latest/software/
https://modules.readthedocs.io/en/latest/cookbook.html
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Module System - EuXFEL Software
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Specifications for software/environments provided by EuXFEL are stored in a repository on GitHub
URL: https://github.com/European-XFEL/environments

Documentation page built from this repository
URL: https://european-xfel.github.io/environments/
Contains information on using our environments and creating your own
Shows what packages/versions are available

Environments are defined per cycle:
Each cycle gets a new Conda environment
Major updates performed only when a new environment is created
Environment specifications and lock files stored in the git repo
Major changes and contents of environment available on docs pages (e.g. 202401 Environment)
Zenodo record available for environments to make citation easy -

https://rtd.xfel.eu/docs/data-analysis-user-documentation/en/latest/euxfel-software-environments/

EuXFEL Software - Docs, Specifications, and Versioning

https://github.com/European-XFEL/environments
https://european-xfel.github.io/environments/
https://european-xfel.github.io/environments/environments/202401/
https://zenodo.org/records/10548700
https://rtd.xfel.eu/docs/data-analysis-user-documentation/en/latest/euxfel-software-environments/
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Resources
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EuXFEL and DESY, have large amounts of documentation on many key topics

If anything is missing or if there’s anything you’d like please contact us with suggestions

EuXFEL Services - https://in.xfel.eu/
User Portal - https://in.xfel.eu/upex/home/user
MyMdC - https://in.xfel.eu/metadata

EuXFEL Data Analysis Docs - https://rtd.xfel.eu/docs/data-analysis-user-documentation/en/latest/
EXtra-data - https://extra-data.readthedocs.io/en/latest/
EXtra-geom - https://extra-geom.readthedocs.io/en/latest/
EXtra-foam - https://extra-foam.readthedocs.io/en/latest/
EXtra-metro - https://desy.de/~schmidtp/metropc-docs/

DESY Maxwell Docs - https://confluence.desy.de/display/MXW/Documentation
More in-depth intro (but from a few years ago, some details have changed) -
https://indico.desy.de/event/20263/attachments/24956/31645/Using_Maxwell.pdf
DESY Computing How-Tos - https://confluence.desy.de/display/IS/How-to+articles

Resources

https://in.xfel.eu/
https://in.xfel.eu/upex/home/user
https://in.xfel.eu/metadata
https://rtd.xfel.eu/docs/data-analysis-user-documentation/en/latest/
https://extra-data.readthedocs.io/en/latest/
https://extra-geom.readthedocs.io/en/latest/
https://extra-foam.readthedocs.io/en/latest/
https://desy.de/~schmidtp/metropc-docs/
https://confluence.desy.de/display/MXW/Documentation
https://indico.desy.de/event/20263/attachments/24956/31645/Using_Maxwell.pdf
https://confluence.desy.de/display/IS/How-to+articles
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Thank you!

Questions?
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Spare Slides
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Overview (I)
Landscape of Services

UPEX

myMdC

myLog

VISA

DAMNIT

Booked

Storage

JupyterHub

DAQ
(Karabo)

Data Processing 
Services

CalCat

SLURM

DataCite
(DOI) Tind.io

Globus / FTP

Zoom

Account Management, 
Authentication and  

Authorization Services

Trainings Surveys

Scientific Data 
Policy

Data 
Management 

Plan
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myMdC Purpose (II)

Main feature is to integrate and orchestrate different systems and services
Proposal authorisation, team administration
Proposals access to real data, data audit and reconciliation
Proposal Run types and Samples
Proposal workflow and notifications
Run management activities (quality assessment, calibration request, describe runs)
Repositories management
DataCite (DOI) management
Experimental techniques
Access data with Globus
Integration with myLog
Zoom for remote control room
Technical Integrations (e.g. RESTful)
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myMdC Introduction (IV)

Proposal “General” information

Important information:
Proposal path
Relevant Dates
Data Output configurations
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Storage and computing

Data is collected at the instrument into the ‘Online Storage’
Data on the ‘Online Storage’ is only accessible via the 
‘Online Cluster’
Several nodes are dedicated for an active experiment 
Used for online data analysis/preview during/immediately 
after data acquisition

If data is assessed as ‘good’ or ‘unclear’ it is moved to the the 
‘Offline Storage’ accessible from Maxwell

Used for offline calibration and data analysis
Hundreds of nodes within the Maxwell cluster

High capacity mass storage (dCache) accessible from Maxwell
Mid term storage for the raw data
Interface to the tape archive
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Storage and computing

Data is collected at the instrument into the ‘Online Storage’
Data on the ‘Online Storage’ is only accessible via the ‘Online Cluster’
Several nodes are dedicated for an active experiment 
Used for online data analysis/preview during/immediately after data acquisition

If data is assessed as ‘good’ or ‘unclear’ it is moved to the the ‘Offline Storage’ accessible from Maxwell
Used for offline calibration and data analysis
Hundreds of nodes within the Maxwell cluster

High capacity mass storage (dCache) accessible from Maxwell
Mid term storage for the raw data
Interface to the tape archive
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See for more details: https://confluence.desy.de/display/MXW/Compute+Infrastructure

What is Maxwell?
The Maxwell Cluster is the computing platform at DESY (Hamburg) for Photon Science data analysis, 
GPU accelerated computations (AI), High Performance Computing and scientific computing in general. 
The cluster serves myriads of applications and scientific fields.

https://confluence.desy.de/display/MXW/Compute+Infrastructure

